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CPU frequencies does not seem to be increasing
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CPU “speed” has been increasing steadily
Intel/AMD x86 seem to have won the race as general purpose CPU
CPU frequencies does not seem to be increasing
Other optimizations still making CPUs faster
Number of processing units (multi-core) is increasing
+ Commonly: 4-12 cores
“Special purpose” processing units exploit parallelism:

+ GPU / Cell / Xeon Phi [ T———
+ Up to thousands of cores 1 :
+ Order of magnitude “faster” (theoretically)| ="

= Multi-core parallel computing
seems to be essential
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User interface

- Command language:
+ MIX/CLIM

- Embedded language: Lua/Python/...

+ Embedding MiX99:
- Octace/R

+ Operating system
+ Linux/Windows/MacOS
+ Android

+ Desktop/Mobile/Tablet

+ Cloud computing
+ Grid computing
+ OpenStack
- Docker
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