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• MiX99 instruction syntax.
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• How to use the preprocessor
• What are the input files
• Describes MiX99 instruction syntax
• Simple examples with

• data file
• pedigree file
• variance component file
• MiX99 instruction file
• corresponding CLIM file (if possible)
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2 How to run the mix99i pre-processor
2.1 Computing environment
MiX99 is written in standard Fortran 90 and is self-contained. It is developed in UNIX
and Linux environment. The program has been tested to compile under many UNIX
and Linux Fortran 90/95 compilers as well as Windows compilers.

2.2 MiX99 pre-processor input files
The following files need to be created before starting MiX99: a data file with the data
to be analyzed; a pedigree file with the relationship information; a (co)variance com-
ponents file with the variance and covariance components for the random effects; an
instruction file with the information about the statistical models and run time parame-
ters, covariable table file (optionally, for models with regression effects).

2.3 Running the pre-processor
Solving mixed model equations using MiX99 involves execution of two programs. First,
the pre-processing program mix99i is executed. Then, a solver program (see Tech-
nical Reference Guide for MiX99 Solver ) is executed.

There are two alternatives how to instruct the mix99i pre-processor program. It can
be done either by specifying a MiX99 instruction file, which is read from the standard
input:
mix99i < MiX99_instruction_file

or by providing a CLIM command file (see manual Command Language Interface for
MiX99). In that case mix99i is executed by the command:
mix99i CLIM_command_file

The CLIM interface is recommended because of its ease of use. CLIM covers a large
variety of possible models and options. However, for some special models or options
the instructions need to be given by a MiX99 instruction file.
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equally important for the approximation of reliabilities (see Technical Reference Guide
for MiX99 Solver ).

Records may be sorted by three different variables: block code, relationship code and
trait group code. Sorting the records by the block code is a prerequisite to create
equation families. Sorting the records by the relationship code and trait group code
enhances computation speed for many models.

Unsorted input data: MiX99 will solve your model even the input data is not sorted.
However, for large data sets and data sets with repeated observations it may reduce
computing speed significantly.

Equations in model effect order Equations in equation family block order

Figure 1: Non-zeros in the coefficient matrix of the MME when equations are sorted
either by model effects or by equation family blocks. The model described TD milk yield
data of seven herds including an age effect, a function for stage of lactation effect, a
HTD effect and random regressions for non-genetic and genetic animal effects.

Block code (optional)

The concept of equation family blocks requires sorting records by a block sorting vari-
able. For example in dairy cattle, equations for animals in separate herds represent an
equation family. Many models contain such effects and are therefore suitable blocking
variables to be used to group equations into equation families.

A good blocking variable orders the records such that all (or almost all) records of the
same animal and its close relatives (parents and progeny) are in the same block. If
the data does not contain such a variable, it might be possible to generate a suitable
blocking variable. Again in dairy cattle, if a model contains a herd-year-season effect
(such like a herd-test-day) but not a herd effect, it is advisable to include the herd code
into the data and use it as the blocking variable.

The solver program reads the data by blocks with one or several blocks at a time. If
there is only one block in a large data file, all iteration files are read into the random
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#MODEL: stable sex litter animal mate1 mate2 mate3
# c1 c2 c1 c2 c1 c2 c1 c2 c1 c2

6 12 8 8 2 2 4 4 5 5 6 6
#WITHINBLOCKORDER:

3 - 2 2 1 1 1 1 < 1 1 < 1 1
#RANDOM:

1 1 2 2 2 2 - - - -
#RELATIONSHIPS: number of add. factors

8 1 1 2 2 3 3 4 4

Observations with variable number of social effects: Number of pen or cage
mates may vary for observations. MiX99 still does not accept observa-
tions with missing effect information. Currently, the only way to circumvent
this shortfall is to model a dummy id for missing mates and apply a zero
covariable to the factor of the dummy mate. Implementation of such a
model can be studied in more detail from the Example 7.11 given in this
technical reference guide and from the example provided with the soft-
ware.

RANDOM One line per trait following the same order as the MODEL lines. Each
line must contain as many entries as there are random factors defined
on the FIXRAN line. If a random effect is not included in the model of a
particular trait, a dash (-) must be specified whereas numbering is used
to indicate which random factors are correlated. Consequently, correlated
factors must be specified with the same number. For instance, if the
genetic effect is described by a function with four factors, they all must
be numbered identically. The consecutive ordering of the random effects
starts from one. The factors of the genetic effect must have the highest
number. The numbers correspond to the numbering of the (co)variance
component matrices in the file with the (co)variance parameters. (see
Examples).

For certain reduced rank models one might like to combine random
factors across traits. In this case, the reduced rank model has to be spec-
ified on the RANDOM lines. The reduced rank model has to match with
the applied (co)variance matrices and the specifications in the COMBINE
section (see also MERGE section and Example 7.6).

If a LS-model with data blocking is specified the last effect in the MODEL
line section must be defined as an “operational” random effect for techni-
cal reasons, even it will be treated as fixed effect.

RELATIONSHIPS One line with a relationship identification number for each factor of
the genetic effect. Order of the specified relationship identification num-
bers corresponds to the order of factors (or factor columns in case of
multiple-trait models) on the MODEL/RANDOM line(s). The first entry
is the number of factors associated with the genetic effect. After this, a
relationship identification number is given for each factor. Factors with
the same relationship identification number must be grouped together.
Numbering must start from one (1). If the same relationship information
applies to all factors, only ones (1) are specified. This is the usual case. If
there is only one direct genetic animal effect, then the RELATIONSHIPS
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6 1 2 cl cl 1 2
# there are two regression effects (B1 & B2) and four
# class variables in the model. For two class variables
# regressions are nested within class (G1 & G2).
# numerical values for the covariables B1 & B2 and G1 &
# G2 are in the 1st and 2nd real columns of the data.

# COMBINE:
n

# PEDIGREE:
am

# DATAFILE:
example3.dat

# VAR:
2 3 f

# MISSVA:
0.0

# SCALE:
n

# PEDFILE:
example3.ped

# PARFILE:
variance_comp.ex3

# TMPDIR:
.

#RANSOLFILE: animal effect
y

# SOLUNF:
n

# PRECON: diagonal preconditioner for WpW and full block for XpX
d d f

# PARALLEL: number of processors used by the solver program
1

# COMMONBLOCKS:
0

File with (co)variances for random effects:
1 2 3 1
1 1 1 44.791
1 1 2 -0.133
1 1 3 0.351 animal
1 2 2 0.073
1 2 3 -0.010
1 3 3 1.068
2 1 1 100.000 residual

CLIM command file:
TITLE " RANDOM REGRESSION, L.Schaeffer & J.Dekkers (1994)"

DATAFILE example3.dat # Data file
INTEGER HTD Animal # Integer column names
REAL Covar_1 Covar_2 & # Covariables

Milk # Milk yield

PEDFILE example3.ped # Pedigree file
PEDIGREE G am # Genetics associated with the animal code

PARFILE variance_comp.ex3 # Variance component file
PRECON d d f
WITHINBLOCKORDER G HTD
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Table 1.1: Command line options to CLIM, given on the mix99i command line.

Option Effect
-d CLIM is executed, no preprocessing part in mix99i.

File MiX99_DIR.DIR is produced.
-b allows use of beta version feature(s), see list above.
-h help
-l long listing option of mix99i

CLIM instructions. Thus, if/when CLIM cannot make exactly the model you have in
mind, a similar model may be feasible. Then, by using the ’-d’ option (Table 1.1),
directive file is made, and this directive file can be used as a template:
mix99i -d mix99.clm

In any case, it is useful to check that the CLIM generated directive file is correct.

1.4 Simple example
Here is a simple example just to introduce CLIM. Some notes on the example:

• everything beyond ’#’ sign on a line is ignored and is considered as a comment.

• all command information are on a line which can be continued by a continuation
symbol ’&’.

• the parameter file has the old MiX99 format and assumes the same number-
ing. Because random effects of the given model are animal genetic and random
residual, numbering is 1 for animal genetics and 2 for the residual.

A simple animal model with one fixed effect (mean) and random effect (animal):
DATAFILE simple.dat # Name of data file
INTEGER animal mean # Integer column names in the data file
REAL y # Real number column name in the data file

PEDFILE simple.ped # Name of pedigree file
PEDIGREE animal am # Genetics associated with animal code

# am=animal model
PARFILE simple.var # Name of variance components file
MODEL

y = mean animal # Model

The commands can be shortened from the full command names. In addition, the
command names are not case sensitive, although in this manual all keywords will be
written in capital letters. Thus, for example, the command INTEGER can be written
int. However, all other names are case sensitive, e.g., herd_year name in the
above example. Thus, the integer number column names must be written on the model
lines exactly as they were given for the INTEGER command.
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notation, the mixed model equations to solve are
[
X ′R−1X X ′R−1Z
Z ′R−1X Z ′R−1Z +G−1

] [
b̂
â

]
=

[
X ′R−1y
Z ′R−1y

]

where ′ denotes transpose.

The model can be described by giving its effects. For example, if the above model had
fixed herd effect (herd), and animal effect (a) for the additive genetic effects, then it can
be written as

y = herd+ a+ e

where e is the residual term. This can be considered as model for one individual
record, although subscripting to indicate this was not used.

2.2 Multiple trait model
The single trait model can be used to describe multiple trait model as well:

y = Xb+Za+ e

However, for T traits the matrices and vectors have traitwise structure. Thus, we can
write

y′ = [ y′1 y′2 · · · y′T ]

e′ = [ e′1 e′2 · · · e′T ]

b =




b1
b2
...
bT


 , X =




X1 0 · · · 0
0 X2 · · · 0
...

... . . . ...
0 0 · · · XT




a =




a1

a2
...
aT


 , Z =




Z1 0 · · · 0
0 Z2 · · · 0
...

... . . . ...
0 0 · · · ZT




where the vectors and matrices have the same meaning as before and subscripts
denote for appropriate trait.

Multiple trait linear mixed effects assumptions are

E(a) = 0 Var(a) = G0 ⊗A
E(e) = 0 Var(e) = R0 ⊗ I
E(y) = Xb Cov(a, e) = 0

where matrix G0 is T by T genetic covariance matrix, and R0 is T by T residual co-
variance matrix. The mixed model equations are

[
X ′R−1X X ′R−1Z
Z ′R−1X Z ′R−1Z +G−10 ⊗A−1

] [
b̂
â

]
=

[
X ′R−1y
Z ′R−1y

]
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3.3.2 Multiple residual (co)variances

When multiple residual (co)variances are present, an additional residual (co)variance
file has to be given. Format of this file is similar to the regular (co)variance file ex-
plained above. However, the first number on each line is not the random effect number
but number of the residual variance class. Numbering of the residual (co)variance
classes has to start from one (1), up to total number of residual (co)variance classes.
Each observation has its residual (co)variance class number in the INTEGER column
fields of the data file. Note that a residual (co)variance (matrix) has to be given in the
variance components file. Values of residual (co)variance in the variance components
file are ignored by the solver program (mix99s/mix99p) but used by the reliability
calculation program (apax99/apax99p).

4 Using the MiX99 solver
The MiX99 solver (mix99s/mix99p) assumes user will give some instructions on
some aspects of the iteration method, output files produced, and possible special com-
puting to be made (see Chapter 8 on special topics). The instructions can be given in
two ways: standard input, or command line options.

In this manual, usually the command line option method has been used. This method
is possible only when calculating breeding values. The easiest way to execute solver is
to give option -s which uses default values in solving breeding values, and produces
standard output files. Thus, you give mix99s -s. Examples in this manual have been
produced with this option, if not otherwise mentioned.

The other command line options are

• -n or -N for number of iterations

• -ca or -Ca for Ca convergence criteria

• -cd or -Cd for Cd convergence criteria

• -cr or -Cr for Cr convergence criteria

For example, giving mix99s -n 100 -cr 1e-8 would limit number of iterations to
100, and the Cr convergence criteria value to 10−8.

Instructions can be given to the solver in standard input. This allows much wider set of
options, and methods than available in the command line options. It is more convenient
to have the instructions in a file than type them every time to the program. An example
of such a file for breeding value evaluation is
H # RAM: RAM demand: H=high, M=medium, L=low
# Max. no. iter., Convergence_criterion, Criterion (A/R/D)
2000 1.0e-8 R F
N # RESID: Calculate residuals? (Y/N)
N # VALID: N=no
N # HETVAR: adjust for HV? (N)o
Y # TYPSOL: Solution files? (N)o, (Y)es

The first letter H requests high memory version which is usually used. The medium
and low memory versions are rarely used because even the high memory version uses
memory efficiently.
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CLIM (nor MiX99) does not make multiplication operations between effects in the
model line. Thus, the herd × year interaction has to be coded in the data as a class
effect.

Complete CLIM instruction file is (named amodel.clm)
DATAFILE example.dat
INTEGER animal sire herd_year ones
REAL tr1 tr2

PEDFILE AM.ped # Pedigree file
PEDIGREE animal am # Genetics associated with animal code

# am=animal model
DATASORT PEDIGREECODE=animal

PARFILE AM.var

MODEL
tr1 = herd_year animal

The example.dat is the same as given earlier (Chapter 3.1.1). The AM.ped is the
same as given earlier (Chapter 3.2.1). The variance components file (AM.var) is for
the first trait:

Random effect1 Row2 Column3 Variance1

1 1 1 3.0
2 1 1 7.0

First the preprocessor is executed: mix99i amodel.clm. Next the solver is exe-
cuted: mix99s -s. The solver will produce solution files Solfix having fixed effects,
and Solani having the breeding values. The Solfix file is
Fact. Trt Level N-Obs Solution Factor Trait
1 1 1 2 99.538 herd_yea tr1
1 1 2 3 122.69 herd_yea tr1

The Solani file is (column names have been added)
Animal N-Desc N-Obs Solution

1 2 0 -.18406E-14
2 2 0 -.18406E-14
3 2 0 0.92308
4 2 1 -.92308
5 3 0 -.37713E-14
6 3 1 1.8462
7 1 0 0.65421
8 1 1 0.64447E-01
9 0 1 2.0506
10 0 1 -.17840

Solutions may differ somewhat due to computing precision when the example is tested
in another computer. For instance, the solutions close to zero are likely to be different
(breeding values for animals 1, 2, and 5).
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Preconditioner alternative Number of Solving Size of Pre-
Iterations Time (min) conditioner

(Mb)
Alt 1) Diagonals 3725 56.3 8
Alt 2) Block diagonal 584 13.6 140
Alt 3) Block diagonal + full block 598 24.0 25

Applying a block diagonal preconditioner matrix for all effects yielded the shortest solv-
ing time, whereas apply a diagonal preconditioner matrix for all effects yielded the
smallest preconditioner matrix. Experiences showed that a block diagonal precondi-
toner is a good choice for many different models. For very large models the size of the
preconditioner matrices might be critical. Then, a diagonal preconditioner needs to be
applied for some of the effects in the model.

Figure 1: Logarithm of the convergence indicators norm CA, norm CR, and norm CD
by round of iteration, given for different preconditioning alternatives when solving a
complex model.

4.3 External STOP
In some situations it might be useful that the iteration process is stopped in a controlled
fashion before one of the specified stopping criterions has been fulfilled. The solver
programs can be instructed to stop after the current round of iteration by creating a
file named STOP in the directory where the solver is executed. Then, the solver will
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5 Output files of the MiX99 solvers
5.1 Standard output
The solver programs mix99s and mix99p will write information about the specified
solver options, about the iteration process as well as a sample of solutions and the
description of the solution files to standard output.

5.2 Solution files
5.2.1 Formatted solution files

The structure of the standard solution files depends on the model. Therefore, the
solvers write for each solution file an explanation to the standard output after the solv-
ing procedure has finished.

Solani Solutions for additive genetic animal effects.

Solfix Solutions for all across blocks fixed effects.

Solfnn Solutions for the nth within blocks fixed effect. E.g., Solf02 is the solution
file for the 2nd within block fixed effect.

Solrnn Solutions for the nth random effect in the model. E.g., Solr03 is the solu-
tion file for the random effects with the random effect number 3. Solution
files for the random effects are optional (see RANSOLFILE instruction
line in Technical reference guide for MiX99 pre-processor .

Solreg Solutions for the regression effects applied across the whole data. (Spec-
ified on the REGRESS instruction line. see Technical reference guide for
MiX99 pre-processor .

Soldyd Solution files with daughter yield deviation for sires.

parfile Contains the latest solutions of variance components. The structure of
the file is the same as the input file with the (co) variance components
parameter file (see chapter Estimation of variance components).

resfile Contains the latest solutions of residual variance components when mul-
tiple residual variances are defined. The structure of the file is the same
as in the multiple residual variance input file (see chapter Estimation of
variance components).

Sol_mn For some LS models only. Solution file with the estimate for the mean.

5.2.2 Unformatted solution files

The MiX99 solvers write solutions to unformatted files which will allow a restart of the
solvers with the solutions given in these files.

Solvec The mix99s solver writes a copy of the solution vector to this file after
the end of the iteration process. At each start of mix99s the program
will check whether a Solvec file is provided, and if so, it will initialize
the solution vector with solutions given in Solvec. Thus mix99s can be
restarted without running the pre-processor.
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apax99/apax99p are available. In addition, names of two files are asked:

SireFile This file has id numbers of all the sires for which the sire reliabilities were
calculated. The file should be a regular text file with each line having a
bull id number as the first number.

OutFile This is the output file that will be generated.

Each line of the output file has the following information:

1) Id number of a bull.
2) Effective daughter contributions (EDC) for each breeding value requested.
3) Reliability for each sire breeding value requested.

6.1.5 Example of ApaX instruction file

Apax99 instruction file:
# Type of analysis: 1= Interbull accuracies
1
# Maximum number of non-zeros in the sparse matrix
600000
# Start DIM in covariable table file,
1
# For each model line: First DIM, Number of DIMS, DIM step
8 305 1
8 305 1
8 305 1

# Original directive file given to mix99i
miniT.mix
# Number of breeding values
3
# Weights for breeding values
1 0 0
0 1 0
0 0 1
# random effects accounted in h2 calculations
2
# Absorption level effect
3

MiX99 instruction file for mix99i (miniT.mix):
# Estimation of breeding values for milk, protein kg and fat kg for the
# Finnish dairy cattle using a multiple trait random regression test day
# model based on covariance functions. Reduced data and model: only first
# lactation included.
# -----------------------------------------------------------------------
# title

Finnish RRTD-Model; first 0.1% of data from 1988 to Feb. 2000
#INTEGER
herd animal trgrp cowxlac hy htd mg ym yr_sea age dcc dim

#REAL
milk protein fat

# traits
3

# trait-groups, input column
1 3

# input column of block code and relationship code
1 2

# number of fixed- and random factors columns in the model lines
8 13
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8 Non-linear models
Two non-linear models are implemented into MiX99. Estimation of categorical vari-
ables is implemented by the generalized linear mixed model with the probit link func-
tion, and estimation of the growth curve models is implemented by linearization of
non-linear Gompertz function model using second order Taylor series expansion. Use
of these models is still exiguous and extensions of the MiX99 program for these mod-
els are therefore considered as test-versions. There is no possibility to give the CLIM
command file for these models yet. Instead, the MiX99 instruction file should be made.

8.1 Threshold-model
Prediction of breeding values is possible for models with one categorical and several
linear traits. Models are allowed to have missing traits and unequal design matrices
for traits. Thresholds can be estimated or set to be known. (Co)variance components
have to be known and residual variance of the categorical trait should be set to one.

8.1.1 Instruction file for mix99i

The categorical trait is defined by giving Tn, where n is a number of thresholds, on its
own column between first and second parameters in the MODEL line. For example,
for a binary trait (recorded as 1 and 2) option T1 needs to be marked. In case of
a multiple trait model, the linear traits are defined first (see example 7.9. When the
threshold model is defined, one or two additional instruction lines must be given right
after the MODEL line.

First additional line defines the method that is used to analyse the threshold models.
There are two options: em option defines the Expectation Maximization algorithm (EM)
(Gilmour and Thompson, 1998) and nr option defines the Newton-Raphson algorithm
(NR) (Janss and Foulley, 1993; Hoeschele et al., 1995). By default, thresholds are
estimated simultaneously. Optionally, additional characters “ft” can be specified to
indicate fixed threshold values. Thus, a new line must follow, where the threshold
values for categorical trait are defined. This line should contain as many real numbers
as defined for the categorical trait in the MODEL line.

8.1.2 Stopping criteria file for mix99s

Solving of the threshold-model is a non-linear problem and iterative in two levels.
Therefore, the STOP line changes to have five entries: an integer, a real value, a
character, an enforcing character “f” and an integer. Now the first integer value gives
the maximum number of PCG-iterations within each NR- or EM-round (default is 100
or number of equations in the MME) and the last integer value gives the maximum
number of NR- or EM-rounds (default is 5000). Analyse is set to be converged when
only one PCG iteration round is needed within the NR round, or less than 10 PCG
iteration rounds are needed within the EM round.

There should be insignificant differences in solutions between two algorithms, but the
EM algorithm is generally slower to converge than NR algorithm. NR algorithm is
critical to attain good solutions within the rounds. Increasing the maximum number of
PCG-iterations within each round may lead to fewer NR rounds and in that way faster
convergence finally. Instead, EM algorithm will need reasonable solutions to certain
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which variance component parameters are kept fixed are given in the MiX99 solver
option file.

For this option the three entries e f n have to be specified on the VAROPT option line,
where f instructs mix99s to keep some parameters unchanged and the third entry
n is an integer value which tells how many parameters should remain unchanged.
This option will require the inserting of n additional lines right after the VAROPT line.
Each line specifies one parameter that should remain unchanged. A line consists of
three integers, where the first integer is the random effect number followed by the
row-column combination. In practice, you can copy the corresponding line from the
parameter file excluding the variance component parameter itself.

In case multiple residual variance matrices are applied, four integers need to be de-
fined for residual variance component parameters which should be kept unchanged.
The first integer number is equal to the random effect number of the residual effect.
The second integer gives the residual variance class number. This is equal to the
first number on the corresponding parameter line in the file with multiple residual
(co)variances (see chapter 3.4 in Technical reference guide for MiX99 pre-processor ).
And the last two integers specify the row-column combination.

9.4 Determining convergence of REML parameter estimates
There is a need for a convergence indicator which accounts for the characteristics
that parameter estimates are associated with Monte Carlo noise. The currently im-
plemented convergence indicator is calculated from the vectors containing predicted
variance component estimates at two points x − 1 and x ( ŝ(x − 1) and ŝ(x)), where
the prediction is based on estimated variance components obtained during the latest
x EM rounds (θ̂(k−x+1), . . ., θ̂(k)), and where a predicted estimate for each variance pa-
rameter is calculated as ŝi(x) = α̂i + β̂ix. The size of x is chosen to be large enough
to minimize the Monte Carlo noise in the convergence indicator, which is calculated for
REML round k:

cc
(k)
E =

(
ŝ(k)(x)− ŝ(k)(x− 1)

)T (
ŝ(k)(x)− ŝ(k)(x− 1)

)

(ŝ(k)(x))
T

(ŝ(k)(x))

After cc(k)E has reached a value smaller than the specified convergence criterion (see
STOPE option line), the REML analysis will perform a sequence of 30 additional EM-
REML rounds, which will eliminate the Monte-Carlo error from the parameter estimates
by using weighted average with decreasing weights for latest solutions. So far, depend-
ing on the analysis, it was found that values between 1.0e-8 to 1.0e-9 are suitable
convergence criterions.

9.5 Solution files
REMLlog Contains the estimates of variance components at every REML round.

The first column in the file specifies the REML round, after which as many
columns follow as there are variance component parameters to be esti-
mated. The order of the lines is as following. The first three lines in the
REMLlog describe the order of the parameter columns of which the first
line contains the random effect number and the second and third lines the
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would lower computation speed, and therefore, is not implemented yet. For an easier
understanding, a short explanation of the computations is given:

Considering a mean model of the form:

yiλi = Xib+Zia+ ei

where, yi contains all observations of stratum i, which are scaled with the same ad-
justment factor λi; and a variance model of the form:

sik = β1ik + β2ik + εik

where β1ik is a fixed effect and β2ik may be a fixed or a random effect.

Solving of the MMM of those two models will followed the approach given in Meuwis-
sen et al. (1996) apart from a few modifications. The solving scheme starts with the
initialisation (I step). In the following, step P, E, M, and A will be cycled until the adjust-
ment factors are sufficiently converged. Finally, step P will be performed until solutions
to the mean model are converged. The steps are:

I step: q = 0,λ[q] = 1,β[q] = 0, and σ2[q]
eT = σ2

eTMM

P step: y
[q]
cTi

= yTiλ
[q]
Ti

and iterate mean model

E step: ẑ
[q]
Ti

= 0.5
[
y
′[q]
cTi

(
y
[q]
cTi
− ŷ[q]

cTi

)
σ
−2[q]
eT − nTi

]
[3]

ŵ
[q]
Ti

= 0.25σ
−2[q]
eT y

′[q]
cTi
ŷ
[q]
cTi

+ 0.5nTi [4]

s
[q]
Ti

=
(
ẑ
[q]
Ti
/ŵ

[q]
Ti

)
+ β

[q]
1Ti

+ β
[q]
2i
− β[q]

TBASE
[5]

M step: iterate
[
S′W [q]S + ∆ν

]
β[q+1] = S′W [q]s[q] [6]

A step: λ
[q+1]
Ti

= exp
[
−0.5

(
β
[q+1]
1Ti

+ β
[q+1]
2i
− β[q+1]

TBASE

)]
[7]

σ
2[q+1]
eT = σ

2[q]
eT exp

(
β
[q+1]
TBASE

)
[8]

where q is the adjustment cycle; σ2
eT

is the standardization variance for trait T ; σ2
eTMM

is
the residual variance for the trait T used in the mean model; ycTi includes the adjusted
observations for trait T and stratum i; ẑTi is an estimate of the heterogeneity of the
residual variance for trait T in stratum i, and ŵTi is the variance of ẑTi, where ŷcTi
is the prediction of ycTi , and nTi is the number of observations for trait T in stratum
i; sTi resembles the observation for the variance model related to trait T in stratum
i; βTBASE

is the weighted mean of the β1Ti estimates that built the base for trait T ; s
contains all sTi, β contains all β estimates and S is the corresponding design matrix;
W is diagonal with all ŵTi estimates at the diagonal, and if desired, ∆ν may present a
variance structure (i.e. autoregressive process) for random effect β2.

The current version has the following requirements for the definition of the variance
model:

4) The variance model must have the same number of traits as the mean model.
In case of a multiple trait model, because of computational reasons, traits are
analyzed simultaneously even the traits are uncorrelated.
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trait is defined by adding an extra entry with the character “Tn”, where
n is the number of thresholds, after the first entry on the MODEL line.
For example, for a binary trait (records are 1 and 2) the extra entry is in
the form T1. For the multiple-trait models, linear traits are defined first
(see Example 7.9). When the threshold model is defined, the following
additional instruction lines with two entries must be given:

THR_MHD Define the solving method to be used for the threshold mod-
els. Two options exist:

EM Expectation-Maximization algorithm (Gilmour and Thomp-
son, 1998)

NR Newton-Raphson algorithm (Janss and Foulley, 1993;
Hoeschele et al., 1995)

By default, thresholds are estimated simultaneously. The
second entry ft is optional and is needed if fixed threshold
values are specified. Then, one additional line with fixed
thresholds must follow.

THR_VAL Needed when option ft is specified on the previous line. De-
fine the threshold values for the categorical trait. As many
real numbers as thresholds are defined in the model line.

WITHINBLOCKORDER One line with as many entries as there are fixed and ran-
dom factors specified on the MODEL line. The order of the entries cor-
responds with the order of the factors specified on the MODEL line(s).
All effects for which the corresponding equations in the MME should be
ordered by the blocking variable must be marked with a positive integer
number (see equation families in chapter 3.1.1). These are usually the
effects with a large number of levels. All other effects must be marked
with a dash (-). The positive integer number must be specified from 1 up
to N. They integer number describe the order of the equations within a
block. Equations for the effect numbered with 1 will be placed at the be-
ginning of each block and those with the highest WITHINBLOCKORDER
number will be placed at the end of each block. For approximation of
reliabilities, the WITHINBLOCKORDER number 1 has to be specified for
the genetic animal effect. Otherwise, order of the effects within blocks
is arbitrary. If a random effect includes several factors (e.g. random re-
gression function, models with a maternal effect, etc.), then the same
WITHINBLOCKORDER number must be given for all the factors. For the
non-linear Gompertz function, a dash (-) must be specified for the first
effect.

Each block sorting variable in the pedigree file represents one block of the
mixed model equations. Therefore, a BLOKORD integer number must be
specified for the additive genetic animal effect in the model. For other ef-
fects in the model it is optional whether equations should be order within
blocks. In many cases, when the problem is small, it is not critical whether
an effect is placed within blocks or across blocks. If the analyzed data
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9 Estimation of variance components
For prediction of breeding values, variance components need to be known. An imple-
mentation of the Monte Carlo (MC) EM REML algorithm for the estimation of variance
components (Matilainen et al., 2012) is now available in the mix99s solver. The al-
gorithm applies a resampling procedure to estimate prediction-error variances (PEV)
needed in the EM REML equations. Estimates of location parameters are obtained
from the real data within each REML round, whereas PEV is obtained within each
REML round by repeatedly simulating data and estimating the location parameters of
the simulated data. This enables calculation of PEV without inversion of the coefficient
matrix, leading to memory requirements equal to the solving of the mixed model equa-
tions. Although EM algorithm is known to be slow in convergence, the MC EM REML
makes REML feasible for large data sets and complex models for which the inversion
of the coefficient matrix would be too memory and time consuming.

The implementation for the variance component estimation supports the majority of
models possible in MiX99. However, analysis of models which include an external
correlation structure matrix (e.g. an IBD matrix), or which include an effect with an
autoregressive correlation structure as well as threshold models and Gompertz models
are not supported yet.

The current implementation has been developed and tested to serve an ongoing re-
search co-operation between MTT and Rothamsted Research (UK). We consider this
implementation ready to be tested by MiX99 users as well. Any feedback about your
experiences is very much appreciated.

Instructing MiX99 to estimate variance components will require information in three
different files, which will be explained in the following.

9.1 File with (co)variance components starting values (PARFILE)
The file with the starting values for the (co)variance components must be in the same
format as described in the chapter File with (co)variance components of the Technical
reference guide for MiX99 pre-processor . Lines that would specify a zero starting
values for certain parameters can be omitted. The file will be specified in the PARFILE
instruction line of the CLIM command file or MiX99 instruction file. The same rules
apply also for a file with starting values for the multiple residual (co)variance matrices
in the case that a model with multiple residual (co)variances is applied (optional).

9.2 MiX99 instruction file
There is no need to give a specific instruction neither in the MiX99 instruction file, nor
in the CLIM command file when variance component estimation is desired. However,
in the case that the mix99i pre-processor will be instructed by a MiX99 instruction
file, then the MiX99 instruction file must be named MiX99_DIR.DIR. This is because
during developing of the variance component estimation module it was anticipated
that the majority of analyses will be instructed by a CLIM command file, which in turn
instructs mix99i to create a MiX99_DIR.DIR file automatically. This file is needed
during the variance component estimation.
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Documentation in Workshop USB flash drive

• MiX99 documentation PDF files included in the Workshop
USB flash drive in subdirectory "MiX99 documentation":

• refguide_preproc.pdf

• refguide_clim.pdf

• refguide_solver.pdf

• Relax2_manual_v_1_65.pdf

• Additional examples under subdirectory MiX99/examples.
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